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Abstract. Data are a critical input into policy and can help central actors make informed and evidence-based decisions. Yet, data
within a country are not always presented and analyzed in a manner that facilitate their use. Analysis of data use rarely moves
beyond a supply and demand framework and fails to recognize that the data ecosystem within a given country is complex and
includes a host of actors. Recognizing this complexity, the 50x2030 Data Initiative is exploring a new approach to understanding
and facilitating data use. This paper provides an overview of the methodological approach to understanding data use. It examines
early country experiences with the approach in order to ultimately help countries reach the end goal of data-driven decisionmaking
in agriculture and rural development. Focusing on results from Cambodia, Uganda, and Georgia, the paper presents lessons on the
methodological approach as well as findings on the constraints that are most hindering data use in the examined countries.
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1. Introduction

Data alone cannot solve development problems since
people in governments, civil society and the private sec-
tor are ultimately the central actors in transforming data
into useful information that can improve livelihoods
and lives [1]. Yet, data are a critical input into policy
and can help those central actors make informed and
evidence-based decisions. In fact, country-level avail-
ability of data on the Millennium Development Goals
indicators has been shown to be associated with better
development outcomes [2]. And two-thirds of leaders
responding to the Listening to Leaders Survey report us-
ing domestic development data in their decisionmaking,
particularly national statistics [3].
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Using data appropriately is critical to agriculture and
central to the achievement of Sustainable Development
Goal 2: Zero Hunger (SDG2); agriculture is closely
linked to food security (SDG2.1), productivity and in-
come of small-scale producers (SDG 2.3), and sus-
tainable and resilient agricultural practices (SDG 2.4).
Since 2015, progress in reducing hunger has stalled and
gotten worse under COVID-19 with an estimated 720
to 811 million people facing hunger in 2020, and an
estimated 30% of the global population, or 2.7 billion
people, not being able to afford a healthy diet [4]. Fur-
ther, the recently published Sixth IPCC Assessment Re-
port concludes that virtually every region of the world
will experience concurrent effects of climate change,
challenging the world’s resilience and adaptation ca-
pacity. It also notes, from 2007 to 2016, agriculture,
forestry, and other land use activities contributed 23%
of the total net anthropogenic emissions of GHGs, sec-
ond only to energy combustion [S]. In response to these
global challenges, the United Nations convened a Food
System Summit in September 2021 highlighting the
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importance of these issues. It is increasingly clear that
averting hunger requires data and synthesis [6]. But it
also requires that those data are used for decisions that
seek to address these issues.

This assumes, of course, that data are available and
useful to decisionmakers within a country and are pre-
sented in a manner that facilitate their use. Yet, evidence
from low- and middle-income countries suggests that
data provided by National Statistical Offices (NSOs) (i)
often focus on international partners rather than gov-
ernments and domestic users, (ii) use dissemination
strategies that are not in line with what governments
want, and (iii) are not as easy to use and as accessible
as possible [7]. The emphasis in promoting data is often
on data production and a standard model that sees data
through a supply and demand framework, which, while
useful for identifying barriers, is potentially oversim-
plified and not capturing does not capture the nuanced
roles of different actors [8,9]. The current approach
needs to be rethought and evolve in new directions.

One starting point is understanding the data ecosys-
tem, which is the community of organizations and in-
dividuals that engage with data, the data assets with
which they interact, and the rules and structures that
govern their interactions. The data ecosystem within
a given country is complex including a host of actors
beyond NSOs and government decisionmakers. This
includes knowledge intermediaries, referred to as bro-
kers, translators, etc., who ultimately promote commu-
nication and knowledge-sharing between researchers
and decisionmakers to facilitate data use [7,10,11]. To
facilitate the use of data by decisionmakers requires
understanding of the data ecosystem, how it operates,
and where barriers and constraints may limit effective
data use [12].

Enhancing the data ecosystem is the approach taken
by the 50x2030 Data Initiative, which seeks to increase
the capacity of 50 low and lower middle-income coun-
tries to produce, analyze, interpret, and apply data to
decisions in the agricultural sector [13,14]. The Initia-
tive is a partnership between those 50 countries, several
donors, and three implementing partners: the Food and
Agriculture Organization of the United Nations (FAO),
the International Fund for Agricultural Development
(IFAD) and the World Bank. Each implementing part-
ner provides leadership in three distinct areas: Data
Production (FAO), Data Use (IFAD) and Methods and
Tools Development (World Bank).

The Initiative’s Data Use activities seek to strengthen
a country’s data ecosystem by improving capacities,
communications, policies, and practices [13]. As a first

step, this requires an understanding of the data ecosys-
tem and data use within a given country [12]. The objec-
tive of this paper is to describe the methods employed
by 50x2030 to understand data use, provide examples
of how this methodological approach was implemented
in the few initial countries, and to draw lessons for the
Initiative and others for future efforts to understand and
expand data use. Toward this end, Section 2 provides the
framing for the approach taken, Section 3 the methods
used to assess that framing, Section 4 examples from
the implementation of the methodological approach in
first few countries, Section 5 an overview of findings
on data use, and Section 6 the implications and way
forward for understanding data use.

2. Data use and decisionmaking

Given the desire to enhance the use of evidence in
policy decisions, an emerging literature has focused on
understanding the limitation of current approaches and
identifying what alternative approaches might work best
given these limitations. As noted in the introduction, a
key aspect of this perspective is to move beyond a sup-
ply and demand framework, which does not capture the
range of different actors in the data ecosystem nor their
nuanced roles [8,9]. This may require thinking beyond
a “pipeline model” which sees evidence going from
researchers to policymakers, to a greater understanding
of policy processes more generally and where evidence
is used in this process [15].

A starting point for considering data use is recogniz-
ing that data currently being generated at the country
level is being used. For example, an analysis of seven
NSOs in low- and middle-income countries shows clear
evidence that NSO websites and data portals are widely
used to access data and that search engines drive in-
terested parties to NSO websites [16]. Further, respon-
dents from the Listening to Leaders Survey, which in-
cludes responses from leaders from the government, the
private sector, CSO and development partners, indicate
that they do employ evidence to diagnose problems, set
priorities, and design or inform implementation strate-
gies (Masaki et al., 2017). Further, 85 percent of respon-
dents in the Masaki et al. study note that government
data are the most commonly used [3].

The data use issues highlighted in the literature are
less about whether data are seen as valuable and more
about the appropriateness of the data for domestic
use and for decisionmaking. For example, Sethi and
Prakash find that NSO officials surveyed are most likely
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to see international development organization as their
most important (60%) and most frequent user (64%)
followed by research organizations (58% and 59% re-
spectively) [9]. Government officials only come after
these in priority. If the primary audience is not gov-
ernments or other domestic decisionmakers, this poten-
tially skews what is collected, presented and analyzed to
these other audiences. Sethi and Prakash also find that
when NSO and Ministry officials are asked about how
to encourage data use, both NSO and Ministry officials
note that data should be easier to access, easier to use,
and easier to obtain on websites [9]. These limitations
inhibit data use.

When the right data are available to decisionmakers,
it has proven to be valuable. Synthesizing the results
of 31 randomized control trials, BenYishay and Parks
find that the provision of location-specific data to public
officials can improve resource allocation and service
delivery outcomes, particularly when the information
that public officials receive is legible, actionable, and
inclusive of both aid flows and population needs [17].
Yet, the evidence suggests that development data are
often insufficiently granular, of questionable accuracy,
too infrequent and not timely, and often fragmented
across numerous agencies in incompatible formats in-
hibiting its value [1,18]. When assumptions around the
usefulness of collected data breakdown, there is a risk
of producing data graveyards of unused data, instead of
data for action [18].

Facilitating data use then requires recognizing that
data are being used, but that it could be improved
through a greater understanding of the links between
data and decisionmaking and, more broadly, the pol-
icy decision process. A key part of understanding these
links is to understand the data ecosystem and the bar-
riers and constraints within that system [19]. In de-
veloping guidelines for enhanced statistical capacity,
Paris 21 highlights that analyzing the data ecosystem
is a key starting point for facilitating change [12]. The
focus on data ecosystems has been driven by politi-
cal/institutional initiatives to promote data use as well
as the emergence of digital technologies which facili-
tates greater access and allows for integration of distinct
data sets [11]. It recognizes the key role of intermedi-
aries or translators in the data ecosystem, which act as
knowledge brokers to facilitate data use [7,10].

Building on this recent literature, this is the method-
ological approach taken by the Data Use component of
the 50x2030 Data Initiative [20]. In the next section, we
discuss the approach in detail. This is followed by a dis-
cussion of insights from the initial use of the approach
in the first few countries in which the data ecosystem
assessment has been implemented.

3. Methodological approach

Following the guidance provided in Paris 21 [12], the
50x2030 Agricultural Data Use Assessment identifies
the stakeholders and structures of the data ecosystem,
how they interact, and where enablers and constraints
to data use reside in the system. The assessment uses
a participatory approach that engages key stakeholders
of the 50x2030-supported survey program, both from
the government and external entities, from designing
the data collection methods through to the validation of
results. Within the assessment process, data are used to
create a data ecosystem map that illustrates key findings
on the various relationships between stakeholders, data
flows, and the main constraints to data use within the
system. The final assessment report and map is a tool
to prioritize needs and to identify interventions that
have the potential to enhance stakeholder collaboration
and ensure the effective use of 50x2030 survey data in
decisionmaking.

3.1. Overview of data use framework

As outlined in the 50x2030 Data Use Initiative
Guide [20], the data use assessment examines data use
within a country’s data ecosystem, defined as the com-
munity of actors, stakeholders, and entities who en-
gage with data, the data assets (data sets, data prod-
ucts, platforms, tools, technologies) with which they
interact, and the rules, norms, and structures that gov-
ern those interactions (policies, cultures, organizational
structures, etc.). The assessment aims to identify en-
abling or constraining factors for data use within the
ecosystem, guided by a data use conceptual framework
presented in Table 1. This framework enables the data
use assessment team to understand, examine, prioritize,
and address factors that enable data use, or inversely,
constraint data use if absent in the country context.

Based on this framework, in each country, the assess-
ments are designed to answer four research questions
on:

1. the current uses of agricultural data and perceived
benefits;

2. the key factors constraining data use;

3. human and institutional capacities that need to be
strengthened to promote data use; and

4. interaction/collaboration between ecosystem
stakeholders and possible means to improve it.

The assessment methodology uses three complemen-
tary methods to answer those questions:
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The 50x2030 data use conceptual framework

Data use

Definition Sub-factors
factor
Demand Decisionmakers want to use data to make decisions Decisionmakers believe that data-based decisions are beneficial
Political and cultural beliefs and norms enable data use
Expertise Decisionmakers know what data are needed and how to use it

Availability  Data are produced and exist

Access Data intermediaries and decisionmakers have access to

available data

Awareness  Data intermediaries and decisionmakers know data are
available and accessible
Utility The data are relevant and useful to decisionmakers to inform  Data are the types (variables, disaggregation, periodicity, etc.)
necessary decisions needed for targeted decisions
Data are in needed formats and products
Information (analyzed data) is in needed formats and products
Trust Data intermediaries and decisionmakers trust the data and Data quality due to weak capacity

believe they are useful and accurate

Political interference in data
Competition with other data sources

1. areview of existing material;

2. quantitative data collection and analysis through
online surveys; and

3. qualitative data collection and analysis through
key informant interviews (KIIs) and open-ended
questions in the online surveys.

As part of answering the research questions, particu-
larly question (4), a data ecosystem map is created. The
data ecosystem map seeks to identify the relationships
and level of interaction/collaboration between different
stakeholder groups and the various data users, data in-
termediaries, and decisionmakers in the system. It pro-
vides a visual representation of the data ecosystem and
how value is shared between stakeholders, including the
data assets (data sets, data products, platforms, tools,
technologies), and the norms and structures that gov-
ern those interactions (policies, cultures, organizational
structures, etc.). Data ecosystem maps can help to iden-
tify where exactly there are gaps and barriers to data
use in the system and how to promote a collaboration
between actors to ensure access. Creating a visual map
that illustrates how data are being accessed, used, and
shared by stakeholders facilitates discussions on ways
to improve data use by stakeholders themselves. While
it may make sense to conduct a broader data ecosys-
tem mapping that covers all sectors, the data ecosys-
tem mapping conducted for this analysis focuses on
the agricultural data ecosystem to ensure its analytical
utility for 50x2030. Broader efforts may be ultimately
more cost effective provided that they ensure sufficient
sectoral detail.

3.2. Implementing the data use framework

To initiate the assessment, the Data Use team holds a
meeting with the 50x2030 Country Coordination Group

(CCQG) to outline the process and methods, and to gather
feedback on any needed modifications to standard data
collection methods. The 50x2030 CCG is a group of
representatives from the partner government (MoA,
NSO, other agencies), 50x2030 implementers, develop-
ment partners, and other key organizations working in
agricultural data in the country. The primary role of the
CCG is to guide and help facilitate the work of 50x2030
in country.

Following that meeting, members of the CCG are
asked to offer recommendations on relevant existing
materials related to agricultural data to review and to
provide input on the standard survey questionnaire, in-
terview protocol, and proposed lists of respondents for
surveys and KlIs in the country. With the CCG’s input,
the review is conducted and the data collection instru-
ments are revised, finalized, and sent for translation to
the local language, if needed.

The review of existing materials covers documents on
national data laws, agricultural policies and plans, pre-
viously conducted assessments/reviews on agricultural
data use, and stakeholder websites to create a descrip-
tion of the country’s agricultural data ecosystem. This
description includes statistical capacity, data laws/poli-
cies, key stakeholders, data needs for policies and mon-
itoring frameworks, data assets and sources, and data
technologies. The review informs the adaptation of the
survey questionnaire and interview protocol to each
specific country context.

Quantitative data collection and analysis are based
on a written online survey disseminated to stakeholders
using Google Forms. The assessment process was de-
signed in 2020 during the COVID-19 pandemic, mak-
ing online surveys the most viable choice. The online
format generally worked very well and so became the
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standard approach. The starting point is a standardized
questionnaire that is aligned to the seven factors of the
Data Use Framework noted previously (see Table 1) and
adapts the questionnaire to the national context. The
surveys include questions that request either a quanti-
tative/categorical or qualitative/open-ended response.
The quantitative data inform indicators under factors
of the Data Use Framework and help identify the most
binding constraints and enabling factors for data use in
the data ecosystem.

Qualitative methods use key informant interviews
(KIIs) and open-ended survey questions to delve deeper
into critical questions, providing rich explanatory infor-
mation on current data use, the barriers to it, and possi-
ble solutions to overcome those barriers. The interview
approach is semi-structured and organized into sections
based on the research questions. Interviewers follow a
guide that identifies the objectives of each section and
provides suggested questions, ultimately relying on the
interviewer’s judgement to determine which questions
to ask and in what order. The approach is designed
to produce the maximum amount of quality data that
allows for contextual and cultural adaptation for each
country through a conversational approach that lever-
ages the respondent’s areas of knowledge and interest
or concern.

Qualitative data from the KlIs are supplemented by
open-ended questions in the quantitative online survey.
Approximately 20% of the survey questions in the stan-
dard questionnaire are open-ended and designed to al-
low respondents to provide more explanatory and de-
scriptive information on their responses to categorical
or ordinal questions. While qualitative data from the
surveys is typically briefer and more concise, it has the
value of drawing from a larger sample.

To understand and map the data ecosystem in each
country, network questions are drawn predominately
from the online surveys and supplemented by the KIIs.
Analysts used the software, Kumu to visualize and map
the data ecosystem [21]. The end result provides a vi-
sual that can be discussed with stakeholders and be the
basis for identifying constraints to enhancing the data
ecosystem. Thus, in each country, a preliminarily data
ecosystem map is used as a participatory tool during
the validation workshop and subsequent planning meet-
ings to generate helpful insights to guide interventions
and activities. To address the barriers to data use, coun-
try participants in the planning workshop examine the
major constraints as indicated by the findings and pro-
vide ideas of interventions that can help reduce the con-
straints and get the ecosystem to a shared vision or the

ideal state. Together with the country stakeholders and
Data Use Assessment team, the principles of the ideal
state are identified and agreed upon in each country.

3.3. Sampling

The samples for both the survey and Klls are de-
signed to cover three types of stakeholders — producers,
intermediaries, and decisionmakers — which are defined
as follows:

— A data producer is an individual or entity that pro-
duce data following the steps of data collection,
data curation and preparation, and data dissemina-
tion.

— A data intermediary is an individual or entity that
takes existing summary reports, summary tables,
and microdata sets and adds value to them by con-
ducting and interpreting analyses to answer ques-
tions and make recommendations for action.

— A decisionmaker is an individual or entity that ap-
plies the data to answer questions and inform deci-
sions related to programs, policies, or investments.

Both the survey and interview samples are designed
to also cover five general sectors:

1. the public sector (NSO, Ministry of Agriculture,
and other relevant ministries);

development sector;

research and academic sector;

private sector; and

civil society, including the media.

A o

Sampling for the online survey is purposive and tar-
gets 100-500 potential respondents identified by the
50x2030 CCG as stakeholders in the ecosystem. The
sample and list of potential respondents is adapted to
respond to preliminary knowledge of the ecosystem.
For example, countries with a stronger statistical sys-
tem and longer history of data-related development in-
terventions, such as Uganda, will likely yield a larger
potential sample than countries that have not histori-
cally received as much support, such as Cambodia and
Georgia. Additionally, the sample is adapted to cover
country-specific agricultural issues, such as including
private sector actors working in commodities that are
prioritized through national agricultural policies.

Selection for the KlIs uses the same initial sample
collected for the online survey. Approximately 20-24
knowledgeable and purposively selected stakeholders
are sampled for KIIs to provide expert knowledge and
perspectives on data use issues. However, in all coun-
tries to date, the Data Use team prioritized selecting
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higher-level government officials for a KII to ensure
their perspectives were included in the assessment, as
they were determined less likely to complete an online
survey.

3.4. Data collection logistics

The qualitative and quantitative data collection is
typically conducted simultaneously and lasts from one
to six months, depending on the schedules and events
in the country. Surveys are managed by members of the
Data Use team. KlIIs are conducted by contracted local
firms with expertise in qualitative research and topical
knowledge on agriculture and/or data systems.

The mode of KIIs varies across countries and is de-
pendent both on pandemic-related factors, such as re-
strictions related to COVID 19, and cultural factors,
such as the level of interviewers’ and respondents’ pref-
erence for meeting in person or using a virtual platform.
In Cambodia, nearly all KIIs were conducted in person
in December 2020-January 2021, which was a less in-
tensive time of the pandemic for Cambodia, whereas
all KIIs in Georgia had to be conducted virtually due to
COVID 19. There have been no notable differences in
the quality of data through in-person or virtual delivery.

In all countries where English is not an official lan-
guage, instruments are finalized in English and then
translated into the official national language. Online
surveys are distributed in both English and the na-
tional language, as some respondents may be foreign
nationals who speak more English than the national
language. KlIs are audio recorded, with the respon-
dents’permission, and transcribed into English by a lo-
cal firm. The transcribed KlIs serve as the raw data for
analysis by the Data Use team. If the respondent does
not authorize audio recording the interview, interview-
ers and notetakers take extensive notes to provide for
analysis. Local contacts are consulted if any terms or
translations are not clear to ensure data are properly
interpreted.

Lastly, incentive gifts can be used to show appre-
ciation and compensate respondents for their time, if
deemed culturally appropriate. In Cambodia, the CCG
and local research firm advised to provide incentive
gifts to both people being interviewed and internet sur-
vey respondents. For the online survey, respondents
were offered the choice of a $5 USD phone card to re-
spondents’phone service provider of choice, or to have
a $5 donation made in their name to a local COVID
relief fund. KII respondents received either a $10 phone
card or a $10 donation made in their name to a local

COVID relief fund. The use of a small local handicraft
was considered as an incentive gift for KII respondents,
but not used since nearly all interviews were conducted
virtually. Local contacts advised not to provide incen-
tive gifts in Uganda and Georgia, as they were not con-
sidered appropriate.

3.5. Data analysis

Data analysis begins with distinct analytical pro-
cesses for the quantitative and qualitative data. Ana-
lyzed data are then later synthesized in the last step
of the analytical process to formulate robust answers
to each research questions. A detailed description of
the steps for the qualitative, quantitative, and mixed-
method synthesis of analysis is provided in Fig. 1. As
noted, the methodological approach is reviewed and
adapted to each country context based on input from
CCG and the literature review.

Data analysis from the online questionnaire involves
two distinct analytic approaches based on the type of
survey questions. For closed-ended questions, summary
tables and figures are created using pivot table and chart
tools available in Google Sheets or Excel. Responses to
these questions are cross tabulated mainly based on the
respondents’ stakeholder type or their sector (both self-
identified). Open-ended (descriptive) survey questions
are analyzed qualitatively, using software and tools such
as NVivo,! Excel, and Microsoft Word. Distinct quotes
or statements that provide key insights to an issue are
pulled out to be used to illustrate critical points. When
open-ended response questions can be grouped and
categorized into themes, the data are organized into
summary tables to show the incidence of certain themes
using NVivo software. Key insights, summary tables,
and figures are organized in one document under each
survey question. This document will be used by the
team as a resource for future reference. Next, findings
from the online questionnaire are synthesized under
research questions before triangulating findings with
the qualitative findings and the written report.

The KlIs are analyzed guided by qualitative thematic
analysis techniques using a codebook that includes a
mix of deductive and inductive codes. Deductive codes
are those that are identified as relevant concepts or
themes from existing literature, whereas inductive codes
are identified by reviewing the raw qualitative data and

INVivo by QSR International is a software program used to man-
age, process, analyze, and visualize qualitative (i.e., non-numerical)
data.
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Qualitative Analysis

1. Review all transcripts and prepare
codebook.

a. Develop codebook of themes
predetermined from the literature
and conceptual framing (deductive
codes) and themes that emerge from
the data (inductive codes)

b. Establish inter-rater reliability using a
subset of 2-3 transcripts to validate
codes. Revise codebook as necessary.

2. Code all Klls using deductive and
inductive codes.

3. Synthesize qualitative findings by theme
under each research question.

a. Review salience of themes and
patterns by stakeholder groups.

b. Check for findings inconsistent with
expected patterns.

c. Highlight key quotes to support each

K finding.

Quantitative Analysis

1. Prepare and clean the data.

a. Translate responses into English (if
applicable).

b. Clean the data: remove duplicates,
verify the consistency of terms and
phrases used in the translation.

c. Organize data from multiple-select
questions into cleaned, tabular
format.

2. Analyze data.

a. For closed-ended questions, create
summary tables and figures using
pivot table and chart tools in Google
Sheets or Excel.

b. For open-ended (descriptive)
questions, code and analyze the data
in NVivo, Excel, or Microsoft Word
using qualitative analysis methods.

3. Organize and document the findings,

figures, and tables under each survey
question.

[ Qualitative & Quantitative J

I Synthesize findings and include key excerpts under research questions.

Il.  Compile other pertinent information not specific to the questions.

Ill.  Create preliminary data ecosystem map based on quantitative data.

IV.  Both qualitative and quantitative teams review and triangulate with each other’s
findings and written review and update results accordingly.

V.  Check findings, including unexpected, with local research firm or CCG.

VI. Validate final data ecosystem map and Ideal State map based on discussions from

validation and planning work.

Fig. 1. Overview of mixed methods approach.

selecting emergent themes that were not previously de-
termined from the existing literature. As a first step,
analysts jointly develop the codebook (consisting of a
list of codes with associated definitions) with deductive
codes that align directly with the research questions and
the seven factors from the developed Data Use concep-
tual framework. After cleaning and reviewing all tran-
scripts, the analysts jointly determine inductive codes,
or those that emerge from repeated themes through-
out the data. This step enables the qualitative analysis
to capture emergent themes that are relevant for each
country context. The analysts establish inter-rater reli-
ability prior to coding all transcripts using a subset of
two to three transcripts for each country. Establishing
inter-rater reliability ensures that the analysts apply the
codes consistently while analyzing all transcripts, a crit-
ical step for establishing the reliability of the analytic
process. The analysts then code all transcripts using
NVivo software. After all KIIs are coded, the analysts

synthesize key findings based on most salient codes
and major themes and use key excerpts or quotes to
exemplify findings.

A mixed method approach is used to synthesize both
qualitative and quantitative findings, wherein the quan-
titative or qualitative data form the foundation of the
answer to each research question. Depending on the
quality of the quantitative and qualitative data related to
the research question, each type of data may form the
primary basis for the answer to the research question
while data from the other method is used to supplement,
explain, or illustrate the answer. For example, quantita-
tive data provides the strongest answer to the research
question on which factors pose the greatest constraints
and, so, are used to create the primary answer, while
qualitative data are used to explain or elaborate on the
answers. For the question on capacities, qualitative data
often proves stronger to identify the most salient capac-
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Application of data use component in Cambodia, Uganda and Georgia

Uganda

Georgia

April 30, 2021-June 17, 2021

Table 2
Cambodia
Dates of field work December 2, 2020-February 25, 2021
Partners 1). Nuppun Research and Consulting

(conducted KIIs)

2).

National Institute of Statistics of Cam-

bodia (NIS)

1). Associates Research Trust Uganda
(conducted KIIs)

2). Uganda Bureau of Statistics (UBOS)
3). Uganda Ministry of Agriculture,

3). Cambodian Ministry of Agriculture, ~Animal Industry and Fisheries
Forestry and Fisheries (MAFF) (MAAIF)

#key informant 23 25

interviews

# respondents 49 100

completing online
questionnaire
Notes/observations

KIIs conducted in English or Khmer
One interviewer from Nuppun con-
ducted all KIIs

Nearly all KIIs were audio recorded
Letter endorsing the survey by IFAD
Cambodia Country Director was sent
to all people being interviewed and all
people receiving the Internet Survey.
Letter was in English and Khmer.

An email message was sent to all peo-
ple to be interviewed by IFAD HQ staff,
requesting their cooperation for an in-
terview. Email message included letter
of endorsement, and informed people
they would be contacted by NUPPUN.
NUPPUN followed up to arrange time
for an interview.

An email message was sent by IFAD
HQ staff to people receiving the Inter-
net Survey, requesting them to com-
plete the survey by clicking on a link in
the message. Email messages included
letters of endorsement in English and
Khmer. The email message was in En-
glish and Khmer. People could com-
plete the Internet Survey in either En-
glish or Khmer.

People who were interviewed and peo-
ple responding to the Internet Survey
were offered an incentive of either a
telephone card (of their choice of phone

companies) or a donation in their name -

to a Cambodia COVID relief fund

KIIs conducted in English

One interviewer from Associates Re-
search conducted all KIIs

Nearly all KIIs were audio recorded
Letter endorsing the survey was sent
to all people being interviewed and
people receiving the Internet Survey.
Letter was signed by IFAD Direc-
tor of RIA, and Director of East and
Southern Africa Division.

An email message was sent to all peo-
ple to be interviewed by IFAD HQ
staff, requesting their cooperation for
an interview. Email message included
letter of endorsement, and informed
people they would be contacted by
Associates Research. Associates Re-
search followed up to arrange time
for interview.

An email message was sent by IFAD
HQ staff to people receiving the Inter-
net Survey, requesting them to com-
plete the survey by clicking on a link
in the message. Email messages in-
cluded letters of endorsement in En-
glish. The email message was in En-
glish, and the Internet Survey was in
English.

No incentive gifts were offered to ei-
ther interview respondents or Internet
Survey respondents

In-depth qualitative data collection
training conducted for interviewers
by 50x2030 qualitative analysis team.

August 6-December 15, 2021

1). ACT Research Georgia (conducted
KlIs)

2). National Statistics Office of Georgia
(GEOSTAT)

3). Ministry of Environmental
Protection and Agriculture of Georgia
(MEPA)

23

66

— KlIs conducted in English or Geor-
gian
— Three interviewers from ACT con-
ducted KlIs
— Nearly all KIIs were audio recorded
— Letter endorsing the survey by IFAD
Georgia Country Director was sent to
all people being interviewed and all
people receiving the Internet Survey.
Letter was in English and Georgian.
An email message was sent to all
people to be interviewed by IFAD
HQ staff, requesting their coopera-
tion for an interview. Email message
included letter of endorsement, and
informed people they would be con-
tacted by ACT.
An email message was sent by IFAD
HQ staff to people receiving the In-
ternet Survey, requesting them to
complete the survey by clicking on
a link in the message. Email mes-
sages included letters of endorsement
in English and Georgian. The email
message was in English and Geor-
gian. People could complete the In-
ternet Survey in either English or
Georgian.
No incentive gifts were offered to ei-
ther interview respondents or Inter-
net Survey respondents
In-depth qualitative data collection
training conducted for interview-
ers by 50x2030 qualitative analysis
team.

ity problems and can be supported by quantitative data
to strengthen the answer.

4. Application to Cambodia, Uganda, and Georgia
The 50x2030 method was first implemented in Cam-

bodia followed by Uganda and Georgia. The imple-
mentation phase in these three countries spanned from

2020 to 2021. Table 2 presents the timeline of activities
in each country together with the lists of implement-
ing partners, numbers of KIIs conducted, numbers of
online survey respondents, as well as other notes and
observations for each country.

In Cambodia, where there is a limited history of col-
lecting agricultural data, the purposive sample of poten-
tial survey respondents included 100 individuals out of
whom 49 people (about 50%) responded to the survey.
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Respondents represented all five targeted sectors. The
number of responses for each of the five sectors (public,
development, research and academic, private, and civil
society including the media) were relatively small in
Cambodia, so results for some sectors were limited.

To enhance the results for each of the five sectors,
the target number of completed internet surveys was
increased in other countries, from 50 in Cambodia to
100 or more in other countries. In an attempt to get a
greater number of responses. In Uganda and Georgia,
where agricultural survey data have been available for
longer periods of time, the purposive samples included
about 300 to 400 number of potential respondents. In
creating a larger list, names were received from a vari-
ety of sources and names, email addresses and phone
numbers were harder to verify. Hence, more survey re-
sponses were received, but the response rate was lower
at 25-30 percent.

The KlIs in Cambodia were successful in revealing
interesting findings around data use that reinforced and
elaborated on the quantitative findings. However, the
analysis team noted that stronger training for data col-
lectors was required to produce more robust results.
Specifically, in-depth training with the local research
firm in each country is needed to cover topics around
best practices for qualitative data collection (including
the use of probing questions), the key themes of the
research study, strong notetaking skills, and strong fa-
cilitation skills. The analysis team implemented these
trainings with Uganda and Georgia. Implementing the
trainings prior to data collection yielded much improved
interview transcripts with more detail elicited from re-
spondents.

Results from the mixed method assessment were pre-
sented to members of the CCG and other key stake-
holders in each country in a validation workshop, a
critical step to validate the findings of the assessment.
Two separate data validation sessions were planned for
Cambodia, but because of scheduling conflicts, only
one 2.5 hour session was held, which was determined
to be too short of a time. A full half day session was
held in Uganda and Georgia to allow for adequate time
for discussion of results from the assessment.

Some high level government officials in Cambodia
were sensitive about indications of problems with data
access, even though the assessment and other work-
shop participants indicated that access was a big issue.
Because of limited time in the validation workshop in
Cambodia, discussion focused on key constraining fac-
tors, such as issues around access to data. In the val-
idation workshop held in Uganda, the Data Use team

presented positive results first prior to focusing on areas
for improvement, to minimize any potential political
sensitivities. There was no disagreement about the find-
ings, and a good discussion. This appears partly due
to the manner in which the results were presented and
that there was not a Senior-level official that dominated
the conversation as occurred in Cambodia.> The focus
of the presentation and composition of the workshop
participants is critical.

While the Cambodia survey experienced the lowest
total number of responses, it had the highest response
rate, which may have been linked to the more focused
roster of potential survey respondents or the provision
of an incentive gift. In Cambodia, the list of contacts
for the survey was smaller than other countries and
consisted of people known to work with agricultural
information. More work is needed on how to improve
the survey response rates in each country.

For the Cambodia data ecosystem map exercise, dif-
ferent map ideas were drawn focusing on data exchange
between stakeholders, including data flows, data needs,
and constraints to data use. Analysts used Kumu soft-
ware to design an ecosystem map to visualize the dis-
tribution of the main constraints to data use for each
targeted sector [21]. The Cambodia map (Fig. 2) used
inference and proxy data on sources and types of data
from the survey data to present the (seven conceptual)
factors impeding the uptake and use of data for each
sector.

Given that the initial mapping strategy and method-
ology was still being refined and not clearly determined
yet, the Cambodia data ecosystem map focused solely
on the relationship between the Cambodian National
Institute of Statistics (NIS) and five stakeholder groups.
Furthermore, the initial data instruments did not in-
clude the necessary questions to gather data on relation-
ships between stakeholders nor how data was shared
in the data ecosystem. Subsequent data collection tools
were revised and expanded the framework to include
questions on relationships between stakeholders in the
ecosystem. Specific network questions were added in
the updated Georgia online survey instrument to obtain
information about relationships between stakeholders.
It is critical to verify if this approach provides a map
which provides a stronger picture of the data ecosystem
and engagements within it.

The overall approach taken by 50x2030 to under-
stand data use seems to have been successful at pro-

2The validation workshop for Georgia has been delayed due to
logistical challenges and is currently scheduled for February 2022.



172 P. Winters et al. / Facilitating data use for decisionmaking

o

MAEE

o

Development{Sector

Legend

@] Access '

Availability
Private Se€tor

Awareness
Expertise

[ ) Trust

O Utility

Other Goverfiment

NIS

Agricultural Surveys

Household Surveys
Agricultural Census
Population Census -

C‘ciety/Media

'.

Rese‘ and Academic
Sector

Fig. 2. Cambodia data ecosystem map.

viding insights into data use within the countries. The
mixed-method approach together with data validation
workshops with key stakeholders provided opportu-
nities for triangulating and validating the findings as
well as for offering nuance to data use dynamics in the
ecosystem. For example, the mixed method approach
enabled the Data Use team to determine in what ways
certain factors were constraining the use of data in a
particular country context and how those constraints
could be addressed.

The qualitative analytic approach has worked well
in applying a systematic approach to analyze the qual-
itative data from different country contexts in a way
that enables direct comparison of findings while also
allowing for flexibility to capture emergent themes spe-
cific to each country context. Specifically, the codebook
includes both deductive and inductive codes so that all
countries’qualitative sample is analyzed using the same
deductive codes (i.e., those that are predetermined from
the conceptual data use framework and the four re-
search questions). Each country’s qualitative sample is
then reviewed, and the analysts determine the inductive
codes (i.e., those that emerge from the data) to apply
to that specific country’s sample. The same qualitative
approach has been applied in all three countries.

Both the online survey and KII guide ask specific in-
formation about the respondent to categorize responses

by type of respondent, sector, and stakeholder group.
Initially, the Cambodia KII guides did not include a
section to ask information about the respondent, but
during analysis, it was determined this information was
necessary and the local data collection firm provided
this information for each respondent. For the Uganda
and Georgia guides, a section was added to gather in-
formation on the respondent, specifically on their role,
position, organizational affiliation, sector, and stake-
holder group. By analyzing both the qualitative and
quantitative data by sector and stakeholder group, the
Data Use team can observe patterns between sectors or
stakeholder groups for a more nuanced understanding
about how constraints or enabling factors to data use
are experienced in the country context. For example,
in Uganda, academic and government sectors did not
experience similar constraints of access to needed data
than did civil society and the private sector.

Additionally, the use of a semi-structured KII guide
with sufficient probing questions allowed for more in-
depth exploration of the different constraining and en-
abling factors of data use and helped to explain findings
and patterns revealed from online survey data.

However, based on the implementation of the method
in the first three countries, a few key lessons on imple-
menting the methods emerged.

1. Questions need to be carefully constructed.
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After the first round of data collection in Cambo-
dia and Uganda, it was clear that both the quali-
tative and quantitative instruments needed to be
revised. This was mainly to ensure that all four
research questions would be sufficiently answered
in both approaches. Initial data collection, par-
ticularly in Cambodia, found that the survey in-
strument elicited information primarily geared to-
wards answering the second research question on
constraints to data use, while the interview guide
did not have sufficient prompts to answer two re-
search questions focused on enabling collabora-
tion between stakeholders and the different ca-
pacities needed to improve data use. The revised
interview guides used in the Georgia assessment
included specific topic areas to ensure questions
were asked of respondents to provide direct in-
sights to needed capacities, as well as ways to mo-
tivate or improve collaboration/interaction among
stakeholders for data use.

In addition, the initial instruments did not include
nuanced or detailed questions nor did it provide
sufficient clarity on key terminology. For exam-
ple, questions about access to data in the online
questionnaire delivered in Cambodia did not dis-
tinguish between micro-level data and more dis-
aggregated data. This was revised for the survey
questionnaire delivered in Uganda and Georgia to
include two distinct sets of questions that asked
respondents about access to disaggregated data
versus raw data (microdata). With respect to ter-
minology, the term “microdata” was unfamiliar
to most respondents in different country contexts,
therefore the term “raw data (microdata)” was
used to offer more clarity.

A revised approach was implemented in Georgia
that addressed these issues and included a new
set of questions to sufficiently answer all four
research questions and elicit detailed responses.
Specifically, a matrix question was added in the
survey instrument to gather data on the relation-
ships and interactions in the data ecosystem for
both the Data Ecosystem mapping as well as
the research question on interaction/collaboration
around data use. With regards to the interview
guide, many questions and prompts were added
to gather detailed information on all four research
questions as well. For comparison purposes, the
initial interview guide used in Cambodia included
five main sections and objectives as opposed to
seven sections in the updated interview guide im-

plemented in Georgia. The new approach can be
seen in Table 3.

2. A larger sample of responses is needed to ensure

adequate representation from each of the five sec-
tors of users.

The original sampling target in Cambodia was
40-60 responses for the online survey and the
push for data collections in Cambodia stopped
after obtaining 49 responses. However, analysis
of the Cambodia data revealed the importance of
analyzing results from each of the five sectors of
users. Yet, the sample from each of the five sectors
was insufficient to draw clear conclusions. This
indicated a need for a larger overall sample for
the online survey including a greater number of
respondents from each of the five sectors. The new
target number of responses for the online survey
is 100 with broader representation from the five
sectors.

3. In depth training for qualitative work is needed.

The qualitative data collection experience in Cam-
bodia highlighted the critical need for in depth
training of interviewers to yield robust quali-
tative data for analysis. In Uganda and Geor-
gia, a revised approach was implemented to in-
clude two consecutive trainings on qualitative
data collection. First, a two-day, in-depth training
on the qualitative data collection approach and
the specific interview protocol was provided to
the in-country teams by the 50x2030 Data Use
qualitative analysis team. Second, after the in-
country teams completed the test KIIs, the senior
researcher specialist reviewed the test interview
transcripts and provided a debriefing session to
g0 over any issues, refine as needed, and ensure
that the interviewers were fully comfortable with
the interview approach. Furthermore, detailed in-
structions were added to the interview protocol
to guide in-country interviewers. Additionally,
specific instructions and guides were sent to in-
country teams based on the interviewers’ needs
after the debriefing session.

4. Data ecosystem mapping requires careful consid-

eration.

While creating a map to illustrate connections in
the data ecosystem appears valuable, it requires
careful consideration and a clearly defined strat-
egy. Although the objective of the data use as-
sessment is to examine data use within a coun-
try’s data ecosystem, which includes the entire
community of actors, stakeholders, and entities
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Table 3
Revised sections and objectives for Georgia interview guide

No. Section name

Objective

A Respondent Information
B Data Availability,
Awareness, and Access

To ensure the relevant background information on each respondent is recorded systematically for analysis.
To elicit information on to what extent data that the stakeholders need is available, whether they have
access to needed data, and whether they are aware of existing data sources in the country. (Note that

awareness will be assessed by comparing objective information gleaned through the desk review and other
interviews versus what the respondent believes to be true.)

C Current Use of Data
country.
D Data Demand and
Expertise
E Data Utility

To elicit information on if and how agricultural data are currently used by the respondent and/or in the

To elicit information on the extent to which decisionmakers and data users want data to use to make their
decisions and whether they know how to use it.
To elicit information on whether generated data and data products are relevant and useful to

decisionmakers and how data could be made more useful to decisionmakers.

Trust in Data
Interaction

o

To elicit information on whether data are trusted and believed to be accurate and if not, why not.
To understand specifics about how and with whom respondents interact with around data use in the

ecosystem and to better understand challenges and benefits of that interaction, and what needs to be done

to improve collaboration.

who engage with data, the data assets (data sets,
data products, platforms, tools, technologies) with
which they interact, and the rules, norms, and
structures that govern those interactions (policies,
cultures, organizational structures, etc.), the ini-
tial data collections, specifically in Cambodia and
Uganda, did not gather sufficient data to examine
the entire community of stakeholders, their inter-
actions, and the rules and norms that govern those
interactions.

The first data ecosystem map that was completed
for Cambodia, therefore, included only the main
stakeholders and the constraints they faced. After
many deliberations, the mapping approach was
expanded and revised to document and visualize
the actors, their interactions, and the governing
norms in the entire country data ecosystem. This
would be referred to as a current state map or the
current status of the data ecosystem based on pre-
liminary findings. A subsequent map would be
devised in a participatory approach whereby the
in-country stakeholders would identify the rules,
norms, and structures that govern those interac-
tions (policies, cultures, organizational structures,
etc.) in order to come up with a shared vision or
ideal state of the country data ecosystem. Then, in
the validation and planning workshops, in country
stakeholders come up with concrete interventions
and activities to reach the targeted principles or
ideal state.

5. Overview of findings from Cambodia, Uganda,
and Georgia

The summary of findings based on each of the four

research questions are presented in Table 4 for Cambo-
dia, Uganda, and Georgia.

In Cambodia, the survey and KlIIs were conducted
before the release of the results from the 2019 Cam-
bodia Agricultural Survey. Thus, predictably, the main
constraint reported by interview and survey respondents
was access to data. Respondents also reported low lev-
els of awareness and trust in the data as the next most
constraining factors to data use. Other factors, such as
the utility of data, data availability, and the expertise
of data users (or decisionmakers) were also reported
as constraints, albeit with less emphasis compared to
access, awareness, and trust. However, due to the in-
terconnected nature of the different factors of the data
use framework, it is expected that with more data be-
coming accessible in Cambodia, the need for improving
expertise and the utility of data would also increase.

In Uganda, three main factors contributed to achiev-
ing more nuanced findings compared to Cambodia:
1) the refinement of the survey and interview tools,
2) offering in-depth training for enumerators, and
3) bigger sample size for the online questionnaire. In
terms of findings, demand for data was ranked equally
high by both Ugandan and Cambodian respondents in
their respective countries. Unlike the respondents to the
Cambodia survey, however, the Ugandan respondents
reported the expertise of data users as a constraint even
though Uganda has had a longer history of data avail-
ability and use compared to Cambodia. This difference
in findings between the two countries further highlights
the expectation that once more data are available in a
particular country, the need to enhance expertise would
also become more apparent to stakeholders.

As in Cambodia and Uganda, awareness and access
were the top two constraints to data use in Georgia.
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Georgia, like Cambodia, has a short history of con-
ducting statistically reliable agricultural surveys, with
a short time period of having microdata available for
analysis. Uganda has been conducting surveys for a
longer period of time. Georgia has very small number
of government staff for analyzing data prepared by data
producers and preparing analytical reports for decision
makers, and also a small number of analysts outside
of the government with experience analyzing data and
preparing research papers. Expertise in data production,
analysis, and interpretation in Georgia varies, as there
exist many professionals with high levels of expertise
but also a wide range of staff with general knowledge
and understanding of methods and statistics, but lack-
ing in-depth analytic skills. The need for more data by
disaggregated crops, agricultural units, and geographic
areas is important for Georgia, as for most countries.

Overall, the findings about data use in the first three
countries were:

1. Users note the benefits of agricultural and rural
data.
In all countries studied, data users report that they
use agricultural data for broader strategies, and
for program and project design. Data use for local
policy development, and to some extent national
policy development, has been ranked as a less
common use of data a result consistent with the
literature which notes that it is often insufficiently
granular for this purpose. Depending on the coun-
try context, other uses of data (such as statisti-
cal research or analysis, and budget formulation)
have received different rankings by respondents.
Respondents have cited that main benefits of us-
ing data are to make informed and evidence-based
decisions to prioritize and tailor interventions,
which helps to mitigate wasting resources, such
as funding and time, on unproven interventions.

2. Yet, there are a number of key constraining factors
to data use.
Across the three countries, demand has been
ranked the strongest enabling factor to data use,
indicating high demand for agricultural data. Ac-
cess to and awareness of data were determined as
the strongest constraining factors to data use in
Cambodia, Uganda, and Georgia. Wherever ac-
cess is reported as a constraint to data use, aware-
ness has either preceded or followed as another
constraint — indicating the interconnected nature
of these two factors.

3. Human and institutional capacities that need to
be enhanced to improve data use.

The most salient human capacity needs relate to
improving skills and capacities at all points in the
data cycle. Specifically, these include increased
skills and capacities to improve data collection,
management, analysis, validation, and synthesis,
research design and communication, and strength-
ened awareness and sensitization for the value
and need to use data in decision-making. Across
the three countries, needed institutional capaci-
ties include sufficient budgets and funding dedi-
cated to improving data use needs, standardized
approaches to collect, analyze, and disseminate
needed data, and sufficient systems to share and
disseminate data for public access.

A key capacity limitation for data use in particular
is the lack of knowledge brokers/translators, par-
ticularly in countries like Cambodia and Georgia
where agricultural data collection is just starting.
This means that little relevant analysis is done out-
side of the government since there is limited ca-
pacity to perform the right type of analysis. Since
inside the government, there is also very little ca-
pacity to conduct analysis, this means that knowl-
edge brokers role will need to be developed. Even
though Uganda is better off than Cambodia and
Georgia in that it has history of having data, gov-
ernment staff and outside researchers and analysts
need to expand their work considerably.

Specific capacities that are linked to data use in-
clude the need for the right type of data in terms
of disaggregated data and microdata as well as
frequently updated data. It was noted that agricul-
tural activities are seasonal, yet the available data
are often outdated and cannot be used to make
timely decisions and implement projects. Another
major institutional capacity needed to improve
data use includes improving current data sharing
and knowledge-sharing systems and procedures to
ensure free and open access between stakeholders
as well as the appropriate communication tools to
disseminate data widely. User-friendly formats,
language, communication methods are linked to
increasing data use across all levels of stakehold-
ers (i.e. farmers and government leaders).

4. Incentives need to be put in place to motivate

stakeholders to work together.

The main incentives that motivate stakeholders to
work together to strengthen the data ecosystem
essentially would require removing or reducing
existing constraints to data use. These incentives
include improving communication and coordina-
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tion between stakeholders about data use activities
to increase awareness and building the capacity of
data collectors to improve trust in the reliability of
the data. While trust was not ranked as a critical
constraint in any of the three countries, respon-
dents did share concerns about trust in the relia-
bility and validity of government-produced data.
In Uganda, these concerns focused on concerns
of government staff’s capacity to collect, manage,
and produce reliable and up to date figures that
could be used to effectively inform decisionmak-
ing. In Cambodia, these concerns centered more
on a nebulous understanding that government data
can often be skewed to show more favorable re-
sults than what may reflect reality, and that gov-
ernment staff may also lack capacity to accurately
collect, manage, and produce reliable data. Issues
of trust are typically stronger expressed in the
qualitative data than the quantitative. Improving
trust in data by sharing data collection method
notes and increasing transparency around how the
data were collected, managed, analyzed and pro-
duced would facilitate an increase in trust among
stakeholders to use data. Likewise, existing con-
straints to data use (if left unaddressed) would dis-
incentivize stakeholders to work together. Other
issues, such as competition between data produc-
ing institutions and issues around proprietary and
data ownership for data producing organizations,
may disincentivize stakeholders to work together
or interact on data use.

6. Implications and way forward

To ensure that agricultural data being generated by
NSOs is adequately being used for decisionmaking
within countries requires understanding data use within
those countries. This paper offers a methodological ap-
proach for understanding data use which includes a re-
view of the literature along with quantitative and quali-
tative data collection. In doing so, the approach seeks
to build on the recent literature on data use and move
beyond a supply and demand framework for data use
towards an approach that focuses more broadly on the
data ecosystem, how it operates and where barriers and
constraints may limit effective data use.

While a number of key lessons have emerged to im-
prove the methodological approach and will continue to
do so as the methodology is developed, overall the ap-
proach provides new insights into data use, which may

be used to facilitate the strengthening of the data ecosys-
tem. A key next step is to move from understanding data
ecosystems and their constraints and to seek concrete
actions which will strengthen the system and facilitate
decisionmaking. The collected evidence suggests that
access and awareness are key constraints as are human
and institutional capacities. Incentives also need to be
adjusted. Moving forward then requires simultaneously
considering how to improve on the methodological ap-
proach and garner greater insights into data use, while
developing a concrete action plan for strengthening the
system.
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